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#### Abstract

The Keller Box scheme is a face-based method for solving partial differential equations that has numerous attractive mathematical and physical properties. It is shown that these attractive properties collectively follow from the fact that the scheme discretizes partial derivatives exactly and only makes approximations in the algebraic constitutive relations appearing in the PDE. The exact discrete calculus associated with the Keller Box scheme is shown to be fundamentally different from all other mimetic (physics capturing) numerical methods. This suggests that a unique exact discrete calculus does not exist. It also suggests that existing analysis techniques based on concepts in algebraic topology (in particular - the discrete de Rham complex) are unnecessarily narrowly focused since they do not capture the Keller Box scheme. The discrete calculus analysis allows a generalization of the Keller Box scheme to non-simplectic meshes to be constructed. Analysis and tests of the method on the unsteady advection-diffusion equations are presented.
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## 1. Introduction

The Keller Box scheme [1] is also sometimes referred to as the Preissman Box scheme [2]. It is a variation of the finite volume approach in which unknowns are stored at control volume faces rather than at the more traditional cell centers. The name alludes to the fact that in space-time, the unknowns sit at the corners of the space-time control volume - which is a box in one space dimension on a stationary mesh. The original development of the method $[1,2]$ dealt with parabolic initial value problems such as the unsteady heat equation. The method was made better known by Cebeci and Bradshaw [3,4] as a method for the solution of the boundary layer equations. Since that time the approach has been extended to address convection $[5,6]$ and to the Euler and Navier-Stokes compressible equations [7-9]. Some mixed finite element methods [10-12] place some of the degrees of freedom on the element faces (rather than on the vertices). This is a similar idea, however mixed FE

[^0]methods never place all the degrees of freedom on the faces, making the Box schemes a unique approach without a direct FE analog.

Recently there has been a renewed interest in the Box method for the solution of wave equations. This is, in part, due to the fact that the method has been shown to be multisimplectic [13] and that it propagates all waves in the correct direction [14]. These are formal mathematical statements indicating what has been understood intuitively by practitioners for some time - that the method captures the physics of PDEs well. In Section 2, we present an analysis that explains why this method captures physics well. In essence the argument will be that the Box method can be formulated in such a way that all the calculus is exact. In the Box method all approximations lie in the constitutive equations (which are also physical approximations). Errors in material properties do not affect the physical properties of a PDE system - such as energy conservation and wave propagation.

Numerical methods that 'capture physics well' are sometimes referred to as 'mimetic' [15,29]. Their discrete differential operators mimic the essential properties (integration by parts, orthogonality, etc.) of the continuous differential operators (div, grad, and curl). Staggered mesh methods [16] and some of their unstructured variants [17-19] are mimetic, as are face and edge elements [20,21]. Recent work has shown how to generate higher-order mimetic methods [22] and how to derive mimetic methods [23] - rather than show that a method is mimetic (or not) after it has been formulated. Section 2 uses the discrete calculus analysis to show that the Keller Box scheme is also mimetic. The most interesting observation from Section 2 is that the underlying exact discrete calculus for the Box scheme is different from that of all other known mimetic methods.

The classical Keller Box method is only applicable to simplectic meshes (line segments in 1D, triangles in 2D, and tetrahedra in 3D). This is because the unknowns (such as temperature and normal heat flux for the heat equation) are located at cell faces whereas the control volume equations and constitutive relation for the heat flux are discretized on the cells. The number of unknowns and equations only match on a simplectic mesh. Section 3 describes this numerical issue in detail and presents a generalization of the method to arbitrary meshes.

It will be demonstrated that the Box scheme is always partially implicit in time and requires a matrix inversion to advance the solution. The fact that the Keller Box discretization is fully coupled at each time step is a reflection of the physics of parabolic systems - which are also fully coupled. This attribute is mathematically and physically reflective of the PDE system but the matrix inversion can be numerically problematic. A minor issue is the fact that Keller Box matrix system is not symmetric. Far more disconcerting is the fact that iterative solution techniques do not work. This is because the residuals do not correspond directly with the unknowns for which a solution is sought. Residual redistribution does not work. It solves a different (and usually singular and therefore ill-defined) problem. The difficulty with using iterative methods may explain why the method is not more popular in practice. The generalization of the Box method presented in Section 3 overcomes all these numerical difficulties.

The accuracy and efficiency of the generalized Box scheme is tested in Section 4 where a number of problems are solved and results are compared with other mimetic and classical finite volume schemes. Section 5 presents a brief summary and discussion of the results.

## 2. Discrete calculus analysis of the classic Keller Box scheme

The face-based discretization approach (Box scheme) about to be described can be used to discretize any PDE. A number of examples are listed in Section 1. However, for clarity of presentation and illustration we will focus on a particular equation system - the unsteady diffusion equation (or heat equation).

$$
\begin{equation*}
\frac{\mathrm{d}(\rho C T)}{\mathrm{d} t}=\nabla \cdot k \nabla T+S \tag{1}
\end{equation*}
$$

In heat transfer, the temperature $T$ is the fundamental unknown, and the material parameters are, $k$ the conductivity, $\rho C$ the heat capacity and $S$ the source term. This equation, or slight variants of it, finds application in many other fields of science and engineering with different physical interpretations for the variables. The presentation should therefore be accessible to a wide variety of readers.

It is convenient to consider the heat equation in an expanded form that clearly separates the physics/mathematics from the material constitutive approximations.

$$
\begin{align*}
& \frac{\mathrm{d} i}{\mathrm{~d} t}+\nabla \cdot \mathbf{q}=S \quad \text { Conservation of energy }  \tag{2a}\\
& \mathbf{g}=\nabla T \quad \text { Definition of gradient }  \tag{2b}\\
& \mathbf{q}=-k \mathbf{g}  \tag{2c}\\
& i=\rho C T \quad \text { Fourier's law }  \tag{2d}\\
& i=\text { Perfectly Caloric material }
\end{align*}
$$

This formulation introduces two new variables, $i$ internal energy per unit volume, and $\mathbf{q}$ the heat flux. The last two equations are algebraic constitutive relations. They are approximations for how some materials behave and they are not exact - even physically. Discrete calculus methods place all numerical errors/approximations in these last two (material) equations. The first two equations, containing the physics and calculus will be discretized exactly. The advantage of discretizing the physics and calculus exactly is that the resulting numerical methods and discrete solutions cannot violate any physical or mathematical principles. All numerical errors manifest themselves as errors in the material properties - not the physics. We note that discretization, the process of making a PDE into a finite system of equations and unknowns, can always be performed exactly. But solution of that exact discrete system (which has more unknowns than equations) always requires some sort of interpolation/approximation.

### 2.1. Exact discretization

The discretization of the energy equation (Eq. (2a)) is just the classic control volume approach. Integrating over each mesh cell (in space and time) gives the exact discrete equation:

$$
\begin{equation*}
\left.\int_{c} i \mathrm{~d} V\right|^{n+1}+\sum_{f} \int_{t^{n}}^{t^{n+1}} \mathrm{~d} t \int_{f} \mathbf{q} \cdot \mathbf{n} \mathrm{~d} A=\left.\int_{c} i \mathrm{~d} V\right|^{n}+\int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{c} S \mathrm{~d} V \tag{3a}
\end{equation*}
$$

There is one equation for each cell. The discrete unknowns in this equation are, $I_{c}=\int_{c} i \mathrm{~d} V$ the total energy in the cell, and $Q_{f}=\int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{f} \mathbf{q} \cdot \mathbf{n} \mathrm{~d} A$ the time integrated heat flux between the cells (or on the domain boundary). Beyond the exact time integration and recognizing that the fundamental unknowns are integral quantities, not point values, there is little difference from classic control volume formulations thus far. The key difference in the Box scheme (and other mimetic schemes) lies in the discretization of Eq. (2b).

Exact discretization of Eq. (2b) can be achieved by integrating Eq. (2b) over the cell volume just like the energy equation. This gives the exact discrete equation

$$
\begin{equation*}
\int_{c} \mathbf{g} \mathrm{~d} V=\int_{c} \nabla T \mathrm{~d} V=\sum_{f} \int_{f} T \hat{\mathbf{n}}_{f} \mathrm{~d} A=\sum_{f} \mathbf{n}_{f} \bar{T}_{f} \tag{3b}
\end{equation*}
$$

where $\hat{\mathbf{n}}_{f}$ is the outward pointing normal vector for each face and $\mathbf{n}_{f}=A_{f} \hat{\mathbf{n}}_{f}$ is the outward normal times the face area. The last equality in this equation assumes cell faces are planar and the normal vector can be removed from the integral. The fundamental unknowns in this exact vector equation on each cell are again integral quantities. $\bar{T}_{f}=\frac{1}{A_{f}} \int_{f} T \mathrm{~d} A$ is the average temperature on the cell face and $\frac{1}{V_{c}} \int_{c} \mathbf{g} \mathrm{~d} V=\mathbf{g}_{c}$ is the average temperature gradient vector in each cell.

It is to be noted that other possibilities exists for discretizing equation (2b) exactly. In fact, all other known mimetic methods use $\int \mathbf{g} \cdot \mathrm{d} \mathbf{l}=\int \nabla T \cdot \mathrm{~d} \mathbf{l}=T_{2}-T_{1}$ where the integral is a line integral connecting two cell centers (cell-based methods) or two cell vertices (node-based methods) and the temperature unknown is a point value located at the end points of the line. This approach is extensively reviewed in Perot and Subramanian [23]. Higher-order finite volume versions of this approach are described by [22]. Finite element versions of this approach are referred to as edge elements (for the node-based lines) or face elements (for the cell-based lines) [20,21].

Eq. (3b) is, therefore, a unique exact discretatization approach. It is remarkable because it shows that there is not a single exact discrete calculus (and its dual) as the works of Marsden and coworkers [26,27] implicitly
suggest. It is also important because this approach can be analyzed using the discrete calculus approach (it is an exact discretization) but it cannot be analyzed using the methods from discrete algebraic topology regularly applied in the analysis of face and edge finite elements (in particular, the Box discretization operators do not satisfy a discrete de Rham complex).

In linear algebraic terms, the exact discretization in Eqs. (3a) and (3b) can be written as:

$$
\begin{align*}
& I_{c}^{n+1}+D Q_{f}=I_{c}^{n}+\bar{S}_{c} V_{c} \Delta t  \tag{4a}\\
& V_{c} \mathbf{g}_{c}=N \bar{T}_{f} \tag{4b}
\end{align*}
$$

where the divergence operator $D$ and the normal operator $N$ are defined as:

$$
\begin{align*}
& D Q_{f}=\sum_{f} Q_{f}  \tag{5}\\
& N \bar{T}_{f}=\sum_{f} \mathbf{n}_{f} \bar{T}_{f} \tag{6}
\end{align*}
$$

It is emphasized that the discretizations in Eqs. (4a) and (4b) are exact and no approximations have been introduced so far. Exact discretization of the physics and calculus is the fundamental underlying reason why this method has attractive physical and mathematical properties. In essence, the method has no choice but to behave well since the math and physics are exact.

### 2.2. Constitutive equation interpolations

Note, however, that the exact discrete equations (4a) and (4b) are not closed or solvable. In order to solve the system, the constitutive equations (2c) and (2d) must be included. Closure of the system requires relating the heat flux $Q_{f}=\int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{f} \mathbf{q} \cdot \mathbf{n} \mathrm{~d} A$ to the cell average temperature gradient $\mathbf{g}_{c}=\frac{1}{V_{c}} \int_{c} \mathbf{g} \mathrm{~d} V$, and the average temperature at the faces $\bar{T}_{f}$ to the total energy in the cells $I_{c}=\int_{c} i \mathrm{~d} V$. These quantities reside in different places (both in space and time) and are different in number. So the constitutive relations are inherently interpolation problems that involve some sort of approximation. The interpolation problem can be performed many different ways. Different interpolations can lead to finite volume, finite difference, or finite element looking methods. The Keller Box scheme is the simplest and most obvious interpolation choice - piecewise constant and linear functions in the cells. The general idea of placing errors into the constitutive equations is suggested in Stanley [28].

In order to relate $Q_{f}$ to $\mathbf{g}_{c}$, Eq. (2c) is integrated over each cell and the conductivity is assumed piecewise constant within each cell:

$$
\begin{equation*}
\int_{c} \mathbf{q} \mathrm{~d} V=-k_{c} \int_{c} \mathbf{g} \mathrm{~d} V=-k_{c} V_{c} \mathbf{g}_{c} \tag{7a}
\end{equation*}
$$

Assuming the heat flux is piecewise constant within each cell relates the average flux to its boundary values:

$$
\begin{equation*}
\int_{c} \mathbf{q} \mathrm{~d} V=\mathbf{q}_{c} V=\sum_{f} \mathbf{r} \int_{f} \mathbf{q} \cdot \mathbf{n} \mathrm{~d} A \tag{7b}
\end{equation*}
$$

where $\mathbf{r}$ is the position vector pointing from the cell center to the face center (i.e. $\mathbf{r}=\mathbf{x}_{f}-\mathbf{x}_{c}$ ). This identity is a result of applying the divergence theorem to the quantity $\nabla \cdot(\mathbf{x q})$ and assuming $\nabla \cdot \mathbf{q}$ is constant within each cell. Note that the relation (7b) is a spatially first-order approximation for the flux vector that is valid for any polyhedral cell shape. First-order approximation of the flux is sufficient to allow second-order spatial accuracy for the temperature solution.

Combining Eqs. (7a) and (7b) and using the operator $R$ to denote the operation $R Q_{f}=\sum_{f} \mathbf{r} Q_{f}$ gives the final (and approximate) discrete version of Fourier's law

$$
\begin{equation*}
R Q_{f}=-k_{c} V_{c} \Delta t\left[\alpha \mathbf{g}_{c}^{n+1}+(1-\alpha) \mathbf{g}_{c}^{n}\right] \tag{8}
\end{equation*}
$$

The gradient must be numerically integrated over the time interval. A value of $\alpha=\frac{1}{2}$ gives second-order accuracy in time (the trapezoidal integration rule). A value of $\alpha=1$ uses a first-order fully implicit integration.

In order to relate $I_{c}$ to $\bar{T}_{f}$ Eq. (2d) is also integrated over each cell:

$$
\begin{equation*}
I_{c}=\int_{c} i \mathrm{~d} V=\int_{c} \rho c T \mathrm{~d} V \tag{9a}
\end{equation*}
$$

Since the heat flux is assumed constant in the cell and the conductivity is assumed to be constant, it is assumed that the temperature is linearly varying within each cell (which assumes Fourier's law holds). If the heat capacity is also assumed to be constant then

$$
\begin{equation*}
\int_{c} \rho c T \mathrm{~d} V=(\rho c)_{c} \bar{T}_{c} V_{c}=(\rho c)_{c} \sum_{f} V_{f c} \bar{T}_{f} \tag{9b}
\end{equation*}
$$

where $V_{f c}$ is the volume formed by the cell face connected with the cell center of gravity (Fig. 1). For triangles, tetrahedra, rectangles, and right angled hexahedra $V_{f c}=\frac{1}{\mathrm{NF}_{c}} V_{c}$, where $\mathrm{NF}_{c}$ is the number of cell faces. Employing the averaging operator $A \bar{T}_{f}=\frac{1}{\mathrm{NF}_{c}} \sum_{f} \bar{T}_{f}$ (or for general polyhedra $A \bar{T}_{f}=\frac{1}{V_{c}} \sum_{f} V_{f c} \bar{T}_{f}$ ) and combining Eqs. (9a) and (9b) gives

$$
\begin{equation*}
I_{c}=(\rho c)_{c} V_{c} A \bar{T}_{f} \tag{10}
\end{equation*}
$$

Combining the exact discrete physics/math equations (4a) and (4b), and the discrete constitutive equations (8) and (10) the complete discrete system may be written as:

$$
\begin{align*}
& (\rho c V)_{c} A \bar{T}_{f}^{n+1}+D Q_{f}=(\rho c V)_{c} A \bar{T}_{f}^{n}+\Delta t V \bar{S}_{c}^{n+1 / 2}  \tag{11a}\\
& \alpha \Delta t k_{c} N \bar{T}_{f}^{n+1}+R Q_{f}=-(1-\alpha) \Delta t k_{c} N \bar{T}_{f}^{n} \tag{11b}
\end{align*}
$$

This can be written in matrix form as:

$$
\left[\begin{array}{cc}
(\rho c V)_{c} A & D  \tag{12}\\
\alpha \Delta t k_{c} N & R
\end{array}\right]\left\{\begin{array}{c}
\bar{T}_{f}^{n+1} \\
Q_{f}
\end{array}\right\}=\left\{\begin{array}{c}
(\rho c V)_{c} A \bar{T}_{f}^{n}+\Delta t V_{c} \bar{S}_{c}^{n+1 / 2} \\
-(1-\alpha) \Delta t k_{c} N \bar{T}_{f}^{n}
\end{array}\right\}
$$

Note that a fully explicit Box scheme $(\alpha=0)$ is not possible because the matrix becomes singular (the submatrix $N$ is not square). As mentioned in Section 1, the Box scheme always requires a matrix to be inverted. The time level for $Q_{f}$ does not exist because this variable is actually an average of the face normal heat flux over the time interval.

It is important to observe that while Eq. (11a) is a scalar equation, Eq. (11b) is actually a vector equation because the operators $N$ and $R$ contain vectors. Hence, the system Eq. (12) contains $(d+1) \mathrm{NC}$ equations, where $d$ is the spatial dimensionality of the problem (usually 2 or 3 ) and NC is the total number of cells in the domain. The system given by Eq. (12) has 2 NF unknowns, where NF is the total number of faces in the domain (the average temperature at time $n+1$ and the average normal heat flux over the interval). In order to solve the system, equations for the boundary conditions on the domain faces must be imposed. On boundary faces an equation for either the average temperature (Dirichlet) or the average heat flux (Neumann) must be imposed. The full system to be solved then becomes

$$
\left[\begin{array}{cc}
(\rho c V)_{c} A & D  \tag{13}\\
\alpha \Delta t k_{c} N & R \\
I_{D b} & 0 \\
0 & I_{N b}
\end{array}\right]\left\{\begin{array}{c}
\bar{T}_{f}^{n+1} \\
Q_{f}
\end{array}\right\}=\left\{\begin{array}{c}
(\rho c V)_{c} A \bar{T}_{f}^{n}+\Delta t V_{c} \bar{S}_{c}^{n+1 / 2} \\
-(1-\alpha) \Delta t k_{c} N \bar{T}_{f}^{n} \\
\bar{T}_{b} \\
Q_{b}
\end{array}\right\}
$$



Fig. 1. Shaded region represents the volume $V_{f c}$ within the 2D triangular cell.

It is clear that even mixed (Robin) boundary conditions can be easily included in this type of framework (though we have not added that level of complexity in this example). The matrix $I_{D b}$ is NF wide but only the number of Dirichlet boundary faces (NFD) high. It has zeros everywhere but a single 1 in each column corresponding to a Dirichlet boundary face. Similarly $I_{N b}$ is NF wide but only number of Neumann boundary faces (NFN) high and has a single 1 in the column corresponding to Neumann boundaries and is zero elsewhere.

The system (Eq. (13)) now has NFD + NFN $+(d+1) *$ NC equations and 2 NF unknowns. In the case of simplices (where the number of faces for each cell is $d+1$ ) the number of equations and unknowns is now equal and the matrix problem has a unique solution, as indicated by the numerical tests. On general polyhedral meshes, there are more unknowns than equations and multiple possible solutions exist.

## 3. General implementation of the Box method

The restriction of the Box scheme to simplectic meshes is actually a minor problem compared with the difficulty associated with inverting the matrix. The matrix is square, and non-singular, so in principal there is no problem and Gauss elimination will always work. However, in practice, Gauss elimination (or any direct method) is not a feasible way to invert a large sparse matrix. For complex 2D domains, almost any 3D domain, or for unsteady solutions, iterative solvers are a far better choice. Unfortunately, unlike almost all other discretization methods, the Box method does not result directly in matrices that are amenable to iterative solution techniques. In this section, we will show how this problem can be fixed so that the method can be applied to practical problems.

### 3.1. Arbitrary meshes and iterative inversion

Most numerical methods generate matrices in which each unknown has a closely associated discrete equation located at the same place in the mesh. Iterative methods then calculate the error in the equation (the residual) and use that to correct the solution estimate. Such a procedure clearly does not work for the Box scheme where there are $d+1$ residuals on each cell, and the unknowns (two of them) are situated on the faces. Arbitrary residual distribution, where the $d+1$ cell residuals are distributed to neighboring faces in some logical (but fundamentally $a d h o c$ ) manner does not work. Not only is residual distribution arbitrary and non-unique, it solves a different (essentially preconditioned) problem that is almost invariably singular (rank deficient) due to the averaging nature of distribution process.

As the unknowns are located at the faces, it is desirable to have the equations constructed at the faces as well. A rational and well posed way to accomplish this is weight each equation by a diagonal matrix $\mathbf{W}$ and then to premultiply Eq. (13) by its transpose

$$
\begin{equation*}
\mathbf{M}^{\mathrm{T}} \mathbf{W} \mathbf{M} u=\mathbf{M}^{\mathrm{T}} \mathbf{W} b \tag{14}
\end{equation*}
$$

Since $\mathbf{M}$ converts face quantities into cell quantities, $\mathbf{M}^{\mathrm{T}}$ converts cell quantities into face quantities. This weighted least squares approach solves most of the numerical issues associated with the Box scheme. The matrix to be inverted is now symmetric and positive semi-definite. General meshes where the matrix $\mathbf{M}$ is not square are now turned into a square system. Most importantly, the residuals and unknowns now have corresponding locations and the system is amenable to iterative solution methods.

The matrix $\mathbf{M}^{\mathrm{T}}$ is

$$
\mathbf{M}^{\mathrm{T}}=\left[\begin{array}{cccc}
A^{\mathrm{T}}(\rho c V)_{c} & N^{\mathrm{T}}\left(\alpha \Delta t k_{c}\right) & I_{D b}^{\mathrm{T}} & 0  \tag{15}\\
-G & R^{\mathrm{T}} & 0 & I_{N b}^{\mathrm{T}}
\end{array}\right]
$$

The transpose operators are given the following definitions:

$$
\begin{align*}
& A^{\mathrm{T}} T_{c}=\frac{1}{\mathrm{NF}_{c 1}} T_{c 1}+\frac{1}{\mathrm{NF}_{c 2}} T_{c 2}  \tag{16a}\\
& N^{\mathrm{T}} \mathbf{q}=\left(\mathbf{q}_{c 1}-\mathbf{q}_{c 2}\right) \cdot \mathbf{n}_{f} \tag{16b}
\end{align*}
$$

$$
\begin{align*}
& G T_{c}=T_{c 2}-T_{c 1}  \tag{16c}\\
& R^{\mathrm{T}} \mathbf{q}=\mathbf{q}_{c 1} \cdot \mathbf{r}_{1}-\mathbf{q}_{c 2} \cdot \mathbf{r}_{2} \tag{16d}
\end{align*}
$$

The actual matrix $\mathbf{M}^{\mathrm{T}} \mathbf{W M}$ is never actually constructed. Most iterative solvers function as long as the matrixvector product can be calculated. The matrix multiply is performed in three separate stages. This keeps the connectivity information very simple - only face to cell connectivity is required. It also keeps the number of mathematical operations down since the sparcity of the component matrices is far less than that of their product. Nevertheless, the full matrix

$$
\left[\begin{array}{cc}
A^{\mathrm{T}}(\rho c V)_{c}^{2} W_{1} A+N^{\mathrm{T}}\left(\alpha \Delta t k_{c}\right)^{2} W_{2} N+I_{D b}^{\mathrm{T}} W_{D} I_{D b} & A^{\mathrm{T}}(\rho c V)_{c} W_{1} D+N^{\mathrm{T}}\left(\alpha \Delta t k_{c}\right) W_{2} R \\
-G(\rho c V)_{c} W_{1} A+R^{\mathrm{T}}\left(\alpha \Delta t k_{c}\right) W_{2} N & -G W_{1} D+R^{\mathrm{T}} W_{2} R+I_{W b}^{\mathrm{T}} W_{W} I_{W b}
\end{array}\right]
$$

does indicate how the weights should be chosen. Each term in the matrix entries should have the same units as the other terms in that entry or the system can become ill condition artificially. Since the variable $\bar{T}_{f}^{n+1}$ has units of temperature $\left({ }^{\circ} \mathrm{C}\right)$, and the flux $Q_{f}$ has units of energy $(\mathbf{J})$, this means that $(\rho c V)_{c}$ has units of entropy $(\mathrm{J} / \mathrm{C})$ and $\left(\alpha \Delta t k_{c}\right)$ has units of entropy flux times length $\left(\frac{J}{\mathrm{Cm}^{2}} m\right)$. This shows that the weights should be chosen with the following dimensional scaling: $W_{1}=I, W_{2}=1 / L_{c}^{2}, W_{D}=(\rho c V)_{c}^{2}$, and $W_{W}=I$, where $L_{c}$ is a characteristic length of each mesh cell (such as the cell volume divided by the cell surface area).

The matrix $I_{D b}^{T} W_{D} I_{D b}$ is a square matrix with values on the diagonal locations corresponding to Dirichlet boundary faces and 0 s everywhere else. In order to enforce the Dirichlet boundary conditions exactly allow $W_{D} \rightarrow \infty$. This limit only affects the Dirichlet boundary faces and is equivalent to setting the boundary temperature to its given value. A similar affect happens for the Neumann boundaries and the heat flux values there. Residuals corresponding to those boundary unknowns are then zero. In an iterative solver, such as conjugate gradients, the vector entries corresponding to the boundary condition locations are set to zero for a simple matrix multiply. For a residual calculation, the boundary values are set to their prescribed values.

The dimensionless variable $\frac{\left(\alpha \Delta t k_{c}\right) V_{c}}{(\rho c V)_{c} c_{c}^{2}}$ is a mesh Peclet number and should be less than $\mathrm{O}(1)$ to achieve temporal accuracy.

### 3.2. General physics - advection

To simplify the presentation, the general face-based method was developed thus far without including the advection term. This section demonstrates the ease with which additional physics can now be included into the basic approach.

With advection the conservation law Eq. (2a) is written

$$
\begin{equation*}
\frac{\mathrm{d} i}{\mathrm{~d} t}+\nabla \cdot(i \mathbf{u})+\nabla \cdot \mathbf{q}=S \tag{17}
\end{equation*}
$$

In the discrete calculus approach this equation was integrated over space and time. The advection term then becomes

$$
\begin{equation*}
\int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{c} \nabla \cdot(i \mathbf{u}) \mathrm{d} V=\sum_{f} \int_{t^{n}}^{t^{n+1}} \mathrm{~d} t \int_{f} i \mathbf{u} \cdot \mathbf{n} \mathrm{~d} A=\sum_{f} F_{f}^{i} \tag{18}
\end{equation*}
$$

which is exact, but introduces a new variable, $F_{f}^{i}=\int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{f} i \mathbf{u} \cdot \mathbf{n} \mathrm{~d} A$, the time integrated energy flux through each cell face. We note that these fluxes are related to the unknowns in the time derivative which are integrals of the internal energy at a fixed time and over the volume, $\left(I_{c}=\int_{c} i \mathrm{~d} V\right)$. The advection fluxes are at the 'sides' of the space-time control volume and the $I_{c}$ are evaluated at the top and bottom faces of the space-time control volume. Eq. (18) is exact but not closed. The constitutive relation for the internal energy and some interpolation approximations must be invoked to close these terms. One possibility is

$$
\begin{equation*}
F_{f}^{i}=\sum_{f} \frac{\rho c U_{f}^{n+1 / 2}}{A_{f}} \int_{t^{n}}^{n^{n+1}} \mathrm{~d} t \int_{f} T \mathrm{~d} A=\sum_{f}(\rho c)_{f}^{n+1 / 2} U_{f}^{n+1 / 2} \Delta t\left(\beta \bar{T}_{f}^{n+1}+(1-\beta) \bar{T}_{f}^{n}\right) \tag{19}
\end{equation*}
$$

This assumes that the normal velocity and heat capacity are constant in space and time on the face. It also assumes a simple time integration rule ( $\beta=\frac{1}{2}$ is trapezoidal, $\beta=0$ is explicit Euler). In the Keller Box scheme the spatial integration is exact and does not require an approximation. The heat capacity and velocity flux are assumed to be known. Many discrete calculus implementations for the Navier-Stokes equations (such as staggered mesh schemes) have the velocity flux on the faces as the primary variable, so the velocity flux will often not require any approximation.

The matrix $\mathbf{M}$ (including implicit convection) may now be written as

$$
\mathbf{M}=\left[\begin{array}{cc}
(\rho c V)_{c} A+\beta \Delta t D(\rho c U)_{f} & D  \tag{20}\\
\alpha \Delta t k_{c} N & R \\
I_{D b} & 0 \\
0 & I_{N b}
\end{array}\right]
$$

The Keller Box method does not result in a symmetric matrix anyway, so implicit advection does not add an extra numerical burden.

## 4. Numerical tests of accuracy and cost

Given the unusual nature of the Keller Box scheme it is of some interest to see how it compares with more standard control volume schemes in both its accuracy and computational cost. This section will therefore compare the proposed method with the classical finite volume approach on a number of test cases. Also of interest is to see how the face-based method proposed in this paper compares with other methods derived using the discrete calculus approach. Hence, the comparisons also include cell-based and node-based discrete calculus methods. These methods are derived by Perot and Subramanian [23].

A direct comparison of accuracy is difficult when comparing node-based, face-based and cell-based methods. Hence, our ultimate metric of method performance in this work will be level of accuracy obtained per the computational cost. This section first presents a commonly used cell-based finite volume method, which is then used for comparison against the discrete calculus methods. Numerical tests illustrating the spatial and temporal accuracy as well as the cost to obtain a desired accuracy are then presented. In all the subsequent plots, the following legends are consistently used - face for the Keller Box-like DC method proposed in this paper, mixed for the cell-based DC method, node for the node-based DC method (these methods are derived in [23]) and FV for the classical finite volume method (described in Section 4.1).

### 4.1. Cell-based finite volume method

Given the restrictions of space and time we will restrict our attention to cell-based finite volume methods. These methods also use the conservation equation $\frac{\mathrm{d}\left(\rho C V T_{c}\right)}{\mathrm{d} t}+D Q_{f}=0$, where $T_{c}$ is typically located at the cell centroid and $Q_{f}$ is the heat flux at the mesh faces. The key in these methods is to relate the face flux $Q_{f}$, to the cell temperature, $T_{c}$. In order to account for strong mesh distortions, typically a flux corrected scheme is employed that relates the heat flux and temperature as

$$
\begin{equation*}
Q_{f}=\mathbf{q}_{f} \cdot \mathbf{n}_{f}-\left(k G T+\mathbf{q}_{f} \cdot \mathbf{d}\right) \frac{\mathbf{d} \cdot \mathbf{n}_{f}}{\mathbf{d} \cdot \mathbf{d}} \tag{21}
\end{equation*}
$$

where $\mathbf{d}=\mathbf{x}_{c 2}-\mathbf{x}_{c 1}$ and the face heat flux vector $\mathbf{q}_{f}=-\left(w_{1} k_{1} \nabla T_{1}+w_{2} k_{2} \nabla T_{2}\right)$ is constructed using an estimate of the temperature gradient computed as

$$
\begin{equation*}
\nabla T=\frac{1}{V_{c}} \int_{c} \nabla T \mathrm{~d} V=\frac{1}{V_{c}} \sum_{f} T_{f} \mathbf{n}_{f} \tag{22}
\end{equation*}
$$

where the face average temperature $T_{f}=w_{1} T_{c 1}+w_{2} T_{c 2}$ is obtained by a weighted average of the cell temperatures. Choosing volume weights, $w_{1}=V_{1} /\left(V_{1}+V_{2}\right)$ results in a method where the face flux satisfies Gauss' theorem on the domain containing both cells touching that face, and the face value is linearly interpolated


Fig. 2. Mesh with different diffusivities on either side of the interface $(x=0.5)$.
between the two cell values using the perpendicular distances (which is equivalent to assuming no variation in the cell temperatures tangential to the face).

### 4.2. Discontinuous conductivity at an angle

This problem is taken from Shashkov [24] and Morel et al. [25]. Although the theory for discontinuous coefficients only implies that the normal component of heat flux should be continuous, many numerical methods also assume that tangential flux components are continuous at a discontinuity. Such methods will have difficulties when solving for conduction that occurs at an angle to the discontinuity.

The mesh (shown in Fig. 2) is divided into two different materials with different diffusivities along the interface $x=0.5$. Note that the discontinuity in the material is captured by the mesh. The diffusion coefficients are defined as

$$
k= \begin{cases}k_{1} & 0<x<0.5  \tag{23}\\ k_{2} & 0.5<x<1\end{cases}
$$



Fig. 3. Isolines of temperature contours obtained by the discrete calculus methods.


Fig. 4. Typical mesh used for convergence study.
The exact steady state solution is

$$
T= \begin{cases}a+b x+c y & 0 \leqslant x \leqslant 0.5  \tag{24}\\ a-b \frac{k_{1}-k_{2}}{2 k_{2}}+b \frac{k_{1}}{k_{2}} x+c y & 0.5<x \leqslant 1\end{cases}
$$

This problem has a discontinuity in the tangential flux at the material interface. The normal component of the flux $\left(b k_{1}\right)$ is the same across the entire domain. However, the tangential flux component is $k_{1} c$ on the left side and $k_{2} c$ on the right side of the interface. The numerical experiments employ $a=b=c=1, k_{1}=4$ and $k_{2}=1$. Dirichlet boundary conditions derived from the analytical answer are applied at the boundaries.

The temperature isolines obtained using the discrete calculus methods for this problem are shown in Fig. 3. The solutions obtained by all the discrete calculus methods agree with the exact answer to machine precision. This not only confirms that the discrete calculus methods are exact for linear functions but also illustrates the physics capturing behavior of these methods. The classical finite volume method fails to capture the solution exactly.

### 4.3. Spatial accuracy on a non-linear problem

In this test, the spatial accuracy of the face-based Keller Box-like discrete calculus method (face) is compared with a cell-based FV method (Section 4.1) and two other DC methods (node and mixed derived in [23]) in a steady-state heat diffusion problem with a uniform source term $S=4$ and unit conductivity $(\nabla \cdot(-k \nabla T)=S)$. The typical mesh employed is shown in Fig. 4. Dirichlet boundary conditions are imposed on the left and right boundaries, and homogeneous Neumann boundary conditions are imposed on the top and bottom boundaries. The exact solution $T(x)=2 x^{2}-2 x$ is a quadratic function. The spatial accuracy is plotted in Fig. 5.


Fig. 5. Spatial accuracy of DC methods compared with the FV method.


Fig. 6. Solution to the unsteady diffusion problem at $t=0.002$ on a 2 D mesh.
It is noted that while the finite volume method (FV) shows a rate of convergence of approximately 1.5 , all the discrete calculus methods (face, node, and mixed) consistently show second-order convergence. For a particular mesh, the other DC methods are more accurate than the Keller Box method, which is, in turn, more accurate than the classical finite volume scheme.

### 4.4. Temporal accuracy

While any time advancement scheme can be used with the face-based discrete calculus method, treating the diffusion term in a fully implicit manner would lead to a first-order temporal accuracy. In order to obtain a second-order temporal accuracy, it is preferable to employ the trapezoidal rule, which is obtained by employing $\alpha=0.5$ in Eq. (13).

In this test, an unsteady diffusion equation is solved on the mesh shown in Fig. 4. The initial conditions and boundary conditions are specified as follows:

$$
\begin{array}{ll}
\text { ICs } & T\left(x, t_{0}\right)=\frac{1}{\sqrt{t_{0}}} \exp \left\{-\frac{(x-0.5)^{2}}{4 k t_{0}}\right\} ; \quad Q_{f}\left(x, t_{0}\right)=\frac{(x-0.5) n_{x}}{2 t_{0} \sqrt{t_{0}}} \exp \left\{-\frac{(x-0.5)^{2}}{4 t_{0}}\right\} \\
& x=0 \quad T(t)=0 \\
& x=1 \quad T(t)=0  \tag{25}\\
\text { BCs } \quad y=0 & \frac{\partial T(t)}{\partial y}=0 \\
& y=1 \quad \frac{\partial T(t)}{\partial y}=0
\end{array}
$$

In Eq. (25), $n_{x}$ refers to the $x$-component of the face normal vector at each face and $k$ refers to the diffusivity (chosen as unity for this problem). The initial time $t_{0}$ is chosen as 0.001 and the simulation is run up to a final time of $t=0.002$. The analytical solution to this problem is $T(x, t)=\frac{1}{\sqrt{t}} \exp \left\{-(x-0.5)^{2} / 4 k t\right\}$. The simulation is run with


Fig. 7. Temporal accuracy of DC methods compared with the FV method.


Fig. 8. Solution to the unsteady advection-diffusion problem at $t=0.002$.
various values of the time step ( dt ) and the L 2 norm of the error is computed at the same final time, $t=0.002$. The result is plotted in Fig. 7, which confirms the second-order temporal accuracy of all the discrete calculus methods. The computed solution is compared with the exact answer at $t=0.002$ in Fig. 6. It is seen from Fig. 7 that the temporal order of accuracy of the finite volume method is initially close to two but reduces as the mesh is refined.

### 4.5. Accuracy on an advection-diffusion problem

In this section, the face-based DC method is applied to solve an advection-diffusion equation. The same mesh shown in Fig. 4 is used and the initial and boundary conditions are specified as follows:

$$
\begin{array}{ll} 
& T\left(x, t_{0}\right)=\frac{1}{\sqrt{t_{0}}} \exp \left\{-\frac{(x-u t-0.4)^{2}}{4 k t_{0}}\right\} ; \\
\text { ICs } & Q_{f}\left(x, t_{0}\right)=\frac{(x-u t-0.4) n_{x}}{2 t_{0} \sqrt{t_{0}}} \exp \left\{-\frac{(x-u t-0.4)^{2}}{44 t_{0}}\right\} \\
& x=0 \quad T(t)=0 \\
& x=1 \quad T(t)=0  \tag{26}\\
\text { BCs } & y=0 \quad \frac{\partial T(t)}{\partial y}=0 \\
& y=1 \quad \frac{\partial T(t)}{\partial y}=0
\end{array}
$$

A constant velocity of $u=100 \mathrm{~m} / \mathrm{s}$ was chosen for the advection term. In Eq. (26), $n_{x}$ refers to the $x$-component of the face normal vector at each face and k refers to the diffusivity (chosen as unity for this problem). The initial time $t_{0}$ is chosen as 0.001 and the simulation is run up to a final time of $t=0.002$. The analytical solution to this problem is $T(x, t)=\frac{1}{\sqrt{t}} \exp \left\{-(x-u t-0.4)^{2} / 4 k t\right\}$. The initial and final states of the solution are shown in Fig. 8. The simulation is run with various values of the time step (dt) and the L2 norm of the error is computed at the same final time, $t=0.002$ and plotted in Fig. 9 for the DC and FV methods.


Fig. 9. Temporal accuracy of DC methods compared with the FV method.


Fig. 10. Spatial accuracy of DC methods compared with the FV method.


Fig. 11. Cost to obtain a desired accuracy.
Second-order temporal accuracy is observed for both the methods. The FV method also displays second-order accuracy since the convection term (which dominates in this problem) is second-order accurate in the FV formulation as well. However, a spatial accuracy comparison between the two methods, obtained at the same final time $t=0.002$ indicates that the discrete calculus method is more accurate and shows a slightly larger convergence rate than the FV method (see Fig. 10).

### 4.6. Cost to achieve a desired accuracy

Although the discrete calculus methods were shown to be more accurate than the traditional lower order methods in the previous tests, it might be more important to compare the cost-effectiveness of the discrete calculus methods against the classical finite volume method. Hence, the computational cost (in terms of the CPU time) per solver iteration is plotted against the L2 error norm in Fig. 11 for the problem considered in Section 4.3, which really compares the cost incurred for a desired accuracy level. It is observed that for any given accuracy level the discrete calculus methods are always more cost-effective than the traditional method. Also, it is clearly seen that the cost for the finite volume method tends to increase more rapidly than the discrete calculus methods as the need for accuracy increases. However, it must be kept in mind that the total cost to obtain convergence may be higher for the face-based DC method than the FV method, especially because of the high condition number of the system presented in Eq. (14). A good preconditioner may partly alleviate this issue.

## 5. Summary

The Keller Box scheme has been rederived using the discrete calculus approach in an attempt to explain the desirable mathematical and physical properties of the method. As a result of this derivation, the method has
been generalized to arbitrary meshes. It has been noted that the exact discretization of the gradient equation in this method is a volume integral as opposed to a line integral used in the other discrete calculus (or edge/face FE) methods, indicating that there is not a unique discrete calculus. It has been demonstrated that the Keller Box scheme is always partially implicit in time and requires a matrix inversion at every time step. The issue that the classical Keller Box method cannot be solved using iterative methods has been solved in this work using a weighted least squares technique. Such a technique also results in a symmetric matrix so that a fast conjugate gradient algorithm can be used to obtain a solution. It has been demonstrated that the resulting discrete calculus method shows second-order spatial and temporal accuracy on generic unstructured meshes and that the computational cost per solver iteration to obtain a desired accuracy is lower compared to classical finite volume schemes but somewhat higher than other mimetic schemes.
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